Predicting break-points in trading strategies with Twitter

Arnaud Vincent! & Margaret Armstrong?

Abstract

The importance of being able to identify changef®in financial time series has been stressed by
many authors, both for econometric forecasting &wd enhancing the performance of trading
strategies. Strategies which work well in one tygfecontext may lose money under different
circumstances so it is crucial for traders to be &identify break-points as they occur.

Our basic hypothesis is that these breakpointsisually linked to factors outside the markets sagh
breaking news or the changes in the socio-politbcaitext. The buzz on the internet especially on
social networks like Twitter provides an advanagidator of these changes.

In this paper we propose a novel approach for ifyémg micro-breakpoints based on Twitter. In order
to measure the impact on trading strategies, ofivkmpwhen changes occur, we used a simple genetic
algorithm using Forex data as the reference bendhniiamakes a decision every two minutes
whether to hold US dollars or euro. We compargé@dgormance to a hybrid algorithm which stops
trading and goes through a relearning phase &aitdr €witter alert. In tests over a 5 month pertod,
hybrid algorithm performed significantly better ththe benchmark algorithm. One unexpected result
was the discovery of a wave-like relationship betwedhe time to react to each alert and the
performance of the algorithmic trader. We call tthie Twitter wave. As our results have only been
validated over a 5 month period, longer tests &arly required but the preliminary results areyver
promising. If confirmed they open up new perspedifor identifying micro-breakpoints in real-time,
for high-frequency trading.
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Introduction

The literature on trading strategies and modeldJ8requities, forex, derivatives etc, is vast.
In most cases the authors demonstrate that patistrategies have performed well in certain
markets over a given period of time. Pesaran & Teammann (2002) puts these results in
perspective because their performance depends mh wiarket is chosen and when. Phillips
(1996) and Timmerman & Granger (2004) argue thaidgstrategies have a limited life
because other traders find out about them andesoatte rapidly absorbed by the market.

The primary difficulty for algorithmic traders is identify events or changes in the context
which make some strategies obsolete. Pesaran & &mann (2002) listed a series of
exogenous factors (market feeling, speculative lashband political changes) that could
cause breakpoints, and developed several methedsdntifying thema posteriori. They
also envisioned a monitoring system capable oftify@mg break-points as they occurred or
even of anticipating their occurrence so as to owprthe performance of trading robots.

As traders rapidly become aware of developmentmancial markets, we have focussed our
research on the impact of factors that are exogetmithe markets. A priori many types of
exchanges of information (news, email, the intgrimeuld contain a signal that could be
exploited by a monitoring system. To test our apphowe need data (i.e. anformation
medium) to construct relevant indicators and an algoritiwhose performance can be
analysed.

The buzz on the web where millions of message&xbkanged in an informal way may be a
suitable medium for our research. The social ndtwWavitter makes it possible to follow the
buzz and measure changes throughout the worldairtinee and to generate alerts when the
context changes.

The aim of this research project is to show tha breakpoints in trading strategies
correspond to Twitter “alerts” (or to a subset bérh). We chose to work with genetic
algorithms because they are capable of adaptimgadual changes but are very sensitive to
sudden changes in context and should thereforey altoto test our hypothesis. We decided to
work with foreign exchange data because it is sublghly liquid market.

Why Twitter rather news or emails?

Breaking news would seem to be the natural chaicedrly warnings of changes in context
that might influence financial markets. Two maipdg of news may be of interest to traders:
firstly events that occur at predictable dates (@msdon, 2006) and secondly economic news
that would cause traders to readjust their podfo{Doukas & Meng, 2008; Vega, 2006). But
using news has its limits

* The information arrives after the event has occlumed markets only take a few

milliseconds after the news breaks to react.

 While it is easy to keep abreast of news that &cair predictable dates or that
contains certain keywords, it is far more diffictdtdetect political or social events of

an unexpected nature.

This is why we decided not to use news in our netea
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Another possibility was email which provides a feale source of information that is precise
and exhaustive. Collingsworth & Menezes (2009) destrated statistical relationships in the
emails exchanged between Enron employees in thksnael months preceding the debacle.
Warning signals concerning the approaching crisgsewevident in the quantities and the
structure of the email exchanges even before therEaifair became known to the employees
or to the public. One important point to note iatt@ollingsworth & Menezes (2009) did not

work with the semantic content of the emails, bolyavith the frequency of exchanges and
the position of the senders in the company hiesaré&ithough using emails to detect

breakpoints is intuitively appealing, it raises mamoblems: the sheer quantity of information
to process, getting access to the information, @orsc about privacy. Consequently this
possibility was dropped.

Twitter turned out to have several advantages owvere traditional means of exchanging
information such as news or emails. The developroktite internet and of social networking
led to the new concept of buzz soon after 2000s Tan be defined as successive waves of
information coming via different channels on theéemet, especially via blogs. The main
characteristics of the buzz are that it is uncdietioand uncontrollable, as well as being
exhaustive and real-time. In general it precedessnen the organised media (press, TV,
institutional websites).

Several research projects have shown the predietbity of this vast mass of informal
information. By searching the web using Google Jome heterogeneous topics (economy,
politics, finance, even bets on sporting event®)n P2007) demonstrated its predictive value.
Gruhl (2005) showed that the buzz could be userecast book sales on Amazon. These
results seem to be reliable enough and promisimgiginto envisage constructing a simple
early warning system based on the buzz.

Twitter is a micro-blogging platform designed angbleited to encourage the buzz between
internet users. It is easy to write a “tweet”, @réad them. The size of the audience can easily
be measured. Most important of all, Twitter is &cass world-wide. As each “tweet” is
limited to a maximum of 140 characters, the word issmore meaningful than much longer
news messages on the same subject. The numbefsllofvers” could be known for each
message as is the number of repeat utilisatiofietweets”. This makes it possible to assess
the importance of each message in real-time. Le@M09) carried out an exhaustive study
on the way information diffuses via Twitter. Thabtrk provides a sound foundation for this
research project.

One limit to the usefulness of Twitter messagehst the content is usually far from the
financial markets. However two things can easilyrmasured: an instantaneous snap-shot of
the content of the messages and the level of tilzz las measured by the volume and
frequency of the exchanges. In order to delimitr@search we have constructed an indicator
of “context changes” from the flow of information @ witter.

The first attempts to measure the internet buzzwgemnerally semantic. For example these
aimed at identifying the content of the messagat@results of their queries, compared to a
reference set. Bollen (2009) worked with this kofcapproach to gauge people’s feelings and
model them. He was able to measure the impactrtdinesvents such as election results on
people’s moral. We decided not to follow his apgtobecause the choice of the words in the
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reference could be too restrictive especially meav event occurs with a new semantic that is
not known by the model.

Instead we focused on the concept of “change otesthin the wide sense, which is
independent of particular words. We wanted to dgvel measure of the volatility of Twitter
along the lines of the volatility index VIX that m®&ures the state of financial markets in the
USA. Its values and variations are considered weaktraders feelings — whether they are
optimistic or pessimistic.

Twitter volatility: a high frequency measure of context change

One difficulty with constructing an indicator ofelvolatility of the buzz is that Twitter is so
new. As our system has only been storing data fleder 2009 onwards, we chose to work
with high frequency data using data every 2 minuesr a 5 month period (more than
100,000 data points). By comparison, econometne tseries of monthly or quarterly data
going back 20 or 30 years contain several hundatal d

The start-up, Lollicode has developed an end-user application called sEaitd, which
watches the activity on Twitter all the time. Wevéaet up a procedure for extracting the top
70 new words on Twitter once per minute. ThisiBstdded to our data base of words.

Our first attempt at measuring the volatility on ifter consisted of counting the number of
new words that appeared in the list from one indtathe next. This approach (Fig 1) showed
that there was a sort of “background noise” thatetheled primarily on the time of day, with
certain words that popped up regularly such as @rnwitter, etc. As it would be difficult to
filter out the noise, we abandoned this approach.

Figure 1 : First attempt at computing the volatility on Twitter: number of new words that appear on Twitscoop every
2 minutes, as a function of time

Our second attempt was more radical. We counteduh&er of words that appeared for the
first time (that is, new words in our Twitter dimtiary). At the outset there were 70 new
words (all the words in Twitscoop because the dlicry was empty). From then on the
number decreased rapidly and evolved in a rangedeet 0 and 6 per minute (Fig 2). We
then defined a change of context as being 2 or mewe words (Fig 3). This criterion is
undoubtedly rather arbitrary and may need to beedflater. This produces a high frequency
measure of volatility with each alert being showraavertical blue bar.

3 Lollicode SARL
4 http://www.twitscoop.com/
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Figure 2 : The Twitter volatilty computed as the number of new words that appear in our dictionary for the first time,
as a function of time

Volatilité Twitter
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Figure 3: Simplified representation of the change of context on Twitter as a function of time. A blue vertical line
indicates that 2 or more new words appeared in our Twitter dictionary in the preceding minute. Otherwise the colour
is white.

Typically there are between 2 and 10 alerts per éayfirst this seems radically different
from break-point analysis in trading strategies mehihere are periods of weeks or months
between alerts. But for high frequency tradingeéras more relevant to provide warning of
micro-ruptures in context as revealed by the bwespecially as the words involved are
usually totally outside the financial vocabulary.

Testing the Twitter alerts experimentally

To test whether these alerts could be useful suters, we developed a very simple trading
strategy using a genetic algorithm because thegeritdims adapt themselves to gradual
changes but are sensitive to sudden changes. Bkingowith high frequency foreign
exchange data, it should be possible to find outtivdr stopping trading after each Twitter
alert has a positive effect on performance eveh wéta over a relatively short period. The
second reason for using a genetic algorithm is #sait functions by generating random
changes in the algorithm, it was possible to ciarge numbers of runs in parallel and hence
compare the results. The number of runs and the fnegiuency (one action per 2 minutes)
compensates for the short testing period (only Bthe).



Genetic algorithms

Genetic algorithms were developed by transposing tasic concepts of biological
reproduction (genetic mutations) to problem solsitgations. The main principles were first
presented by Holland (1975) and refined by Goldi{@889). Vallée & Murat (2003) give a
very clear description of how genetic algorithmsdtion, of the role of the individuals in the
virtual population and of the rules for selectiorddor reproduction. Over the past 10 years,
new applications based on hybrid algorithms haveatestrated the capacity of genetic
algorithms to solve complex problems (Fontanili9ap

Applications to financial markets and more speaific automatic trading date from the
1990s, with the most significant paper being AlerKarjalainen (1995) who applied the
method to shares. Alander (1994) gives a very cehgnsive review of the applications to
that date. Most of the recent applications to foaindata (e.g. Lin, 2005) have concentrated
on optimising the parameters in a set of predetethrules based on strategies widely used
by traders. Similarly (Hibayashi, 2009) proposetieay efficient model for optimising the
rules for Forex trading.

One of the advantages of genetic algorithms is #wtthe set of possible solutions is
constantly evolving, they work well in changing @omments. Having said that, few papers
have studied how well they function to differingé¢s and types of changes. One exception is
Grefenstett (1992) who demonstrated that therecwri@lation between the mutation rate (the
proportion of randomness introduced during the aepction phase) and the speed of
convergence of the algorithm in unstable environiidn a study on a trading robot working
on the DAX, Schoreels (2003) found that its perfance deteriorated when it was used in an
environment that was different to the one whereléhening phase was done. This highlights
the importance of being able to identify break-p®im the trading environment. We decided
to compare the performance of a basic genetic ithgomwith a hybrid one that takes account
of the Twitter alerts. Whenever an alert occursdbaetic algorithm stops the trading for a
short time and starts again a little later aftangdhrough a new learning phase.

Experimental procedure using Forex data

Forex data seemed the best suited for our testsubecthe market is highly liquid and
because it is easy to obtain reliable historic ddfa set up a very basic algorithm in which
the $/€ trader which makes a decision every miastéo whether to convert his/her wealth
into the other currency or to keep it in the samm@ancy. To make this decision the trader has
data for the previous 120 time steps on the founroarrencies (CHF, GBP, JPY, USD). For
example at one point in time the changes in thesSWanc over the past 120 minutes were
1,6% ; 0,5% ; 0,03% ; +1% ; -0,8% ;..... (Table 1).

Table 1: An example of the relative variations in the four main curriencies over the past 120 minutes

t-120 | t-119 |t-118 |t-117 t-2 t-1 t-0
CHF -0,1% | -0,05% -0,8% | +1% 0,03%| 0,5% 1,6%
GBP 0,08%| -0,8%| -0,7% -0,86% ... 0,55% | -0,21% -0,05%
JPY -0,15%) -0,21%| -0,05% | -0,03%| ... -0,05%| -0,05%] -0,14%
USD -0,23%| -1,09%| -0,01% -0,00%| ... -0,25%| -0,21%]| -0,40%




The genetic algorithm functions in the followingyva

» Each individual is defined by a set of four gengsoaiated with one of the four main
currencies

» [Each gene consists of 120 coefficients coded ageéns between -10 and +10 (Table
2)

* Ateach time t, each individual computes the prodfithe variations in the currencies
(Table 1) times the coefficients (Table 2) and stimesn.

» If the result is positive (e.g. 3.36%) the indivadilbuys euro, otherwise it sells in euro.

* The cumulative performance of its previous decisioneuro is used as the criterion
for selection in the population before the reprdutuncphase.

So we now have a very basic algorithm that convieoi® euro to dollars and back again,
based on the values of the main four currenciesHGEBP, JPY, USD) over the preceding
120 time periods.

Table 2: An example of the genes that make up an individual in the genetic algorithm

t-120 |t-119 |t-118 |t-117 t-2 t-1 t-0
Gene 1| -2 -4 0 -1 8 4 9
Gene 2| O 0 0 1 -8 1 1
Gene 3] 9 3 2 6 -2 2 3
Gene 4| -2 -3 -7 9 10 -10 0

Results from the empirical tests on the basic algorithm

The experiment was conducted over a 5-month pdraxd October 2009 until March 2010.
The starting date, October 2009, is when we statieahg data from Twitscoop. Despite the
short period, we nevertheless have more than 10@b8fervations.

Our experimental procedure was as follows: startirgn a randomly chosen set of
individuals with randomly chosen genes, we carnet 450 runs, all based on exactly the
same data and under the same conditions. The gesele averaged for sets of 10 runs.
Figure 4 shows the percentage gained on averagel@veuns, without using the Twitter
alerts. Over all 450 runs the genetic algorithm enadslight profit of 0.56% per month. We
accepted this performance without attempting tanupe the choice of the parameters (for
example, by varying the percentage of randomnesth@rreproduction parameters). The
results from this algorithm will be used as theib&sr the comparison. It is important to note
that transaction costs were not taken into accawrtwas the bid-ask spread, so the profit is
purely theoretical.

Our objective was to use the volatility measuredatter and the resulting alerts to improve

the trading performance. The simplest way was bgmhg sending orders for a certain time

(here 10 minutes) after an alert. We arbitrarilgided that the appearance of two new words
in Twitscoop constituted an alert and should baté®@ as a potential breakpoint in the series.
We recalculated the algorithm’s performance usig hew criterion over all 450 runs.
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Figure 4: Percentage gain or loss on average of 10 runs, without using the Twitter alerts

Results from the hybrid algorithm incorporating the Twitter alerts

Figure 5 compares the new results (red) with tleeipus ones (blue). In 62% of the cases the
algorithm performed better. The average gain rom@ 0.56% per month to 1.27%.
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Figure 5: Comparing the results with and without using the Twitter alerts respectively blue & red: percentage gain or
loss on average of 10 runs,

In both cases no transaction costs were considdfed. they taken into account, the
improvement would be even greater because no owdeutd be passed in the 10 minutes
after each alert and this would reduce the numberders for which costs had to be paid. So
the case we have studied is in fact less favoutalilee hybrid approach.

Because of the limitations of the computer systetrup to carry out the tests, it took between
1 and 2 minutes to obtain the information from Betop and to store the new information in
the data base. Traders working in financial insbts would have computer systems that
would easily carry out the same operations in atlawhs of a second. So we asked ourselves
what would happen if we had been able to detectt@walerts much more quickly. How
much better would the algorithm have performed?

Twitter wave

To test the potential for improvement with the {Btems available to traders we repeated our
analysis assuming that the Twitter alert had besiratied earlier (or later). We recalculated
the results of the hybrid algorithm for time di#eces ranging from -10 minutes to + 10
minutes. As before, 450 runs were carried out &mhepossible time difference. The results
were quite unexpected: Fig 6 shows the percentageay loss if the Twitter alert had been



detected earlier or later. The wave-like shapehes@ maximum between 3- 5 minutes after
(and not before) the Twitter alert. One would expedelay in taking account of a Twitter
alert to have a negative impact on the algorithmeidormance. Strange as it may seem, the
algorithm has 2-3 minutes after each alert in whaclnake extra profit, but delays of more 5
minutes can be costly. At this point, it is simplghart that allows the user to make a profit in
the period before a breakpoint occurs in the algoris performance when profits are at their
highest, and conversely to avoid losses if thd &agnored.

"Twitter wave"
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Figure 6: Twitter wave: percentage gain or loss on average over 450 runs, if the Twitter alert had been made several
minutes earlier or later. The maximum gain occurs if the information had been known 4 minutes late.

Conclusions

The preliminary results from these experimentatstese encouraging. They open up new
perspectives for detecting breakpoints in the perémce of high frequency trading strategies
by using information available to the public frorwitter. The method provides a new way of
defining, detecting and measuring breakpoints.

We were also able to demonstrate the existence aoirr@lation between the buzz seen on
Twitter and variations in the €/$ exchange rateis dorrelation is most marked between 4
and 6 minutes before the break-point in the traditngtegy occurs, and takes the form of a
wave, which we call the Twitter Wave.

As the tests were carried out over a relativelyrtsperiod (5 months from October 2009 until
March 2010), some caution is required when inteipgethe results. Further testing will be
required. Unfortunately at this point in time weKathe computing power to carry out the
tests over longer periods.

If further testing does confirm the existence af fwitter Wave, it would constitute a useful
tool for high frequency traders allowing them tairf§ over the break-points and to improve
their profits.
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